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Abstract
The objectives of this study were to accurately model rela-
tionships between spectral reflectance and water-quality 
parameters, including blue-green algae phycocyanin, chlo-
rophyll a, total suspended solids, turbidity, and total dis-
solved solids; evaluate feature-level fusion to spectral data 
for water-quality modeling; and evaluate the effectiveness of 
machine learning regression techniques and decision-level 
fusion for water-quality variable prediction. We introduce 
the application of canonical correlation analysis fusion as a 
method for water-based spectral analysis to overcome the low 
signal-to-noise ratio of the data. Water-quality variables and 
spectral reflectance were used to create predictive models 
via machine learning regression models, including multiple 
linear regression, partial least-squares regression, Gaussian 
process regression, support vector machine regression, and 
extreme learning machine regression. The models were then 
combined using decision-level fusion. Results indicate that 
canonical correlation analysis feature-level fusion and ma-
chine learning techniques are superior to traditional methods.

Introduction
Degradation of freshwater resources has become increasingly 
problematic, particularly in areas with intensive agriculture 
such as the Midwestern United States. Inland freshwater 
systems, which provide drinking water, commodity transpor-
tation, fishing, recreation, agricultural irrigation, and hydro-
electric power, among many other uses, are highly sensitive 
to changes in climate, land cover/land use, and anthropogenic 
activities. These changes can have many deleterious effects on 
water-quality, including problems with eutrophication, harm-
ful algal blooms (HABs), and siltation, which have become 
increasing concerns in recent years.

HABs are a major water-quality problem because they 
can have significant socioeconomic and ecological costs 
(Carmichael and Boyer 2016). These HABs, often consisting 
of the liver-toxic Mycrocystis cyanobacteria, cause major 
disruptions to freshwater ecosystems, including fish kills, 
public-access closures, and contamination of drinking-water 
sources. Increasingly, eutrophic conditions in freshwater 
ecosystems, such as the record-setting algal blooms in Lake 

Erie (Kane et al. 2014), the Ohio River (Brooks et al. 2017), 
and the Gulf of Mexico (Rabalais and Turner 2017), are 
primarily attributed to an overabundance of nutrients (i.e., 
nitrogen and phosphorus species) in streams and rivers 
that drain agricultural lands. The production of row crops, 
such as corn and soybeans, in the Midwestern United States 
requires the copious use of fertilizers, resulting in runoff 
and tile drainage from agricultural fields that contains high 
concentrations of nutrients. These compounds can trigger 
algal blooms under certain conditions that are difficult to 
predict (Brooks et al. 2017). Fertilizers are transported along 
with sediment to streams and lakes where seasonal hypoxic 
conditions promote the solubilization of phosphorus, creating 
favorable conditions for algal blooms (Pearce et al. 2017).

Some effort has been made in using hyperspectral imagery 
to detect and measure HABs (Kudela et al. 2015); however, less 
has been focused on the use of hyperspectral data to measure 
other water-quality parameters that are associated with HABs. 
The use of remote sensing enables monitoring of key water-
quality variables linked with HAB outbreaks such as blue-
green algae phycocyanin (BGA-PC) and chlorophyll a (Chl-a). 
As with HABs, issues related to excess sediment transport can 
be monitored using variables such as total suspended solids 
(TSS) and turbidity, while other types of hydrologic processes 
can be determined by evaluating levels of total dissolved 
solids (TDS). Traditional monitoring and assessment of water-
quality has relied on in situ measurements and lab analyses 
of indicators related to the physical, chemical, and biological 
properties of the water body. This most commonly entails 
field-collected water samples followed by laboratory analysis. 
Methods such as these, which are generally very accurate, 
are quite time consuming, expensive, and not feasible for 
regional-scale monitoring and research (Duan et al. 2013). 
Recent advances in remote sensing technologies and statistical 
modeling techniques provide an efficient solution for regional-
scale water-quality monitoring. Using a remote sensing 
approach, limitations such as spatial and temporal coverage 
may be eliminated by the use of satellite or airborne sensors.
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spectrum, from approximately 350 to 1200 nm. Through 
analysis of the quantified absorption and scattering properties 
of the water surface, its inherent optical properties (IOPs) can 
be determined. IOPs are properties of a medium that depend 
not on an ambient light source but rather upon the constitu-
ent composition and physiochemical properties of the surface 
water (C. Huang et al. 2015). IOPs, when correlated with 
traditional in situ measurements and lab analyses, can help 
characterize numerous variables (e.g., Chl-a, TSS), providing 
an overall picture of water-quality.

Chl-a and BGA-PC have been used to detect HABs and other 
algae in freshwater (Gholizadeh et al. 2016; Kudela et al. 
2015). Previous studies (Kutser 2009; Ogashawara et al. 2013) 
identifying HABs have relied on the optical properties of 
phycocyanin, a pigment present in freshwater algal blooms. 
The phycocyanin pigment is often detected from remote 
sensing by a broad absorption feature between 615 and 
630 nm (Ogashawara et al. 2013). Chl-a, a photosynthetic 
pigment also found in algae, absorbs light in the blue and red 
wavelengths, with maximum fluorescence at 670 and 681 
nm (Sathyendranath et al. 2001). Chl-a also reduces the light 
reflected in these regions, resulting in the green color of algal 
blooms (Stumpf et al. 2016). Remote sensing provides a useful 
means for estimating Chl-a concentrations and monitoring 
HAB growth by utilizing the unique nature of these pigments’ 
interaction with light.

Additionally, measures of sediment content, like TSS 
and turbidity, are essential for determining the health of a 
freshwater ecosystem. Elevated TSS levels usually follow 
heavy rainfall events and are due to the erosion of sediments 
from agricultural lands, degraded stream banks, overgrazed 
rangelands, logged landscapes, mined areas, and zones of 
construction. Turbidity is directly related to TSS levels and 
is often used to infer sediment concentrations (Terrio et al. 
2015). Excess concentrations of suspended sediment can 
transport inorganic nutrients (i.e., sorbed phosphorus) from 
agricultural landscapes and may exacerbate algal growth in 
freshwater systems.

The TDS level, which is the sum of all dissolved ions and 
organic matter present in a water sample, is an important 
indicator of overall water-quality. The main constituents 
are usually calcium, magnesium, sodium, and potassium 
cations, and bicarbonate, chloride, sulfate, and nitrate anions 
(DeZuane 1997). TDS poses a distinct challenge for remote 
sensing detection, as it is not optically active, and therefore 
traditional remote sensing approaches based on IOPs are not 
effective. Thus, nontraditional approaches such as indirect 
detection and estimation based on other water properties that 
may correlate with TDS (e.g., TSS and turbidity) may prove 
successful (Lewis and Saunders 1989).

Due to the spectral complexity of inland waters, their 
small spatial extent, and the degree of human impact, the 
monitoring of water bodies requires high spatial and spectral 
resolutions. With recent advances in sensor technology, 
hyperspectral data have become more available than ever 
before; both the sensors and data can contain hundreds 
of spectral bands with high spectral resolution, versus 
multispectral sensors that contain only several bands. 
Hyperspectral imaging technology potentially provides an 
improved approach for water-quality monitoring, compared 
to traditional multispectral data-processing methods that 
have been limited by the lack of spectral resolution. However, 
this new technological opportunity comes with inherent 
methodological challenges. Hyperspectral and imaging 
spectroscopy data include both highly correlated and noisy 
spectral bands, and frequently create statistical difficulties 
due to a small number of useful bands compared to the large 
number of available ones (Verrelst et al. 2016).

To resolve the issue of low signal-to-noise ratios and the 
high dimensionality of spectroscopy data, information-fusion 

techniques provide an opportunity to create more informative 
features and reduce the dimensionality of spectral data. Data 
fusion is a broad term for methods that use multiple sets of 
data obtained from various sources (e.g., different sensors 
or bands) to improve some performance metric (Castanedo 
2013). The use of data fusion in remote sensing has been 
proven to enhance the predictive ability of regression models 
mainly using sensor and image fusion (Brezonik et al. 2005; 
Pohl and Van Genderen 1998). Spectroscopic data sets are 
often sampled in a spatial context, therefore resulting in 
highly intercorrelated spectral-band information (Feilhauer 
et al. 2015). Feature-level fusion techniques take unique 
characteristics of each individual feature and combine them 
to create a single, more informative feature. In fields such as 
computer vision, feature-level fusion techniques are relied 
upon as highly useful methods for eliminating dimensionality 
problems and reducing noise (Rattani et al. 2007). Other 
studies (e.g., Peterson et al. 2018; Zhong et al. 2016) have 
successfully demonstrated the application of feature-fusion 
techniques to hyperspectral remote sensing data, indicating 
that a number of different fusion approaches can significantly 
increase the predictive ability of models. The use of fusion 
in a regression problem also serves as a dimension-reduction 
tool, providing a more computationally effective approach.

Empirical correlations between spectral measurements 
and levels of water-quality variables can be determined using 
statistical regression models. Popular parametric regression 
methods, such as partial least-squares regression (PLSR), have 
demonstrated sufficient results in the estimation of optically 
active water-quality variables such as Chl-a and TSS (Song 
et al. 2014; Wang et al. 2017). Like PLSR, other parametric 
models such as least-squares (Zheng et al. 2015) and multi-
linear regression (MLR; Brezonik et al. 2005) have been 
investigated in the literature, yet these models are often too 
simplistic and unable to capture the complex relationships 
between remote sensing data and the constituents of the water 
body. This has led to the introduction of machine learning 
(ML) and nonlinear regression techniques in the field of 
remote sensing. Nonparametric methods, such as Gaussian 
process regression (GPR), have been used to predict variable 
concentrations where linear regression techniques fail to 
achieve satisfactory results (Pasolli et al. 2010; Verrelst et al. 
2012). Other nonparametric ML regression methods such as 
support vector regression (SVR; Mountrakis et al., 2011) and 
extreme learning machine regression (ELR; Huang et al. 2012; 
Peterson et al. 2018; Sidike et al. 2017) have been shown to 
capture complex relationships in both vegetation and water 
remote sensing studies by significantly improving model 
correlations (Camps-Valls et al., 2006; Maimaitijiang et al. 
2017; Mountrakis et al. 2011). 

Along with ML regression approaches, ensemble regression 
or decision-level fusion has gained popularity in the remote 
sensing community. Decision-level fusion in a regression 
problem is simply the integration of multiple models and 
model outputs to produce a single model (Pohl and Van 
Genderen 1998). This method leverages the strengths and 
limits the potential biases of utilizing a single modeling 
technique. Feilhauer et al. (2015) have proposed that 
decision-level fusion can create more stable predictions in 
regression problems. The use of decision-level fusion may 
also increase the transferability of models and capture a wide 
range of correlations that are not present in models relying on 
a single regression technique (Ghulam et al. 2011).

The primary objectives of this study are to accurately model 
relationships between water-quality variables and spectral 
reflectance, implement and evaluate feature-level fusion 
of spectral data for water-quality modeling, and evaluate 
the effectiveness of various ML regression techniques and 
decision-level fusion for prediction of water-quality variables.
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Study Area
The study area consisted of three independent Midwestern 
water bodies (Figure 1): two reservoirs in Illinois—Carlyle 
Lake (an impoundment of the Kaskaskia River) and Lake 
Decatur (an impoundment of the Sangamon River)—and sec-
tions of the unimpounded Meramec River in Missouri. The 
three water bodies were selected based on surrounding water-
shed land cover/land use and geographic location to create a 
regional-scale study. Sampling sites for each watershed were 
selected to maximize the spatial distribution within the water 
body for the most representative sample of water conditions 
across the study areas.

Carlyle Lake is one of two large reservoirs along the 
Kaskaskia River, which is located in south-central Illinois 
and drains into the Mississippi River. The Kaskaskia River 
watershed is 14,152 km2 of predominantly agricultural 
(67%) land, largely consisting of corn and soybean fields 
(Chiang et al. 2014). The reservoir has a total surface area of 
105 km2, with a mean depth of 3.4 m (Romano et al. 2009). 
Carlyle Lake was created in 1967 and provides flood control, 
recreation, and water supply for much of the surrounding 
region. The reservoir is composed of two main sections: a 
shallow northern region (mean depth < 1 m) located near the 
Kaskaskia River entrance, and a deeper, main lake region to 
the south.

Lake Decatur, located in central Illinois, is the largest 
reservoir along the Sangamon River. The reservoir has a total 
surface area of 11 km2, with a mean depth of 2.4 m (Kohler et 
al. 1993). Lake Decatur’s watershed is 2396 km2 and, similar 
to Carlyle Lake, is dominated by cultivated agricultural land-
use practices. Constructed in 1922, the reservoir is the main 
source of water for the surrounding areas, including the city 
of Decatur, Illinois, and the local bioenergy refining industry. 
Over the last several decades, Lake Decatur has experienced 
extensive siltation issues due to soil erosion and runoff from 
agricultural fields within the Sangamon River watershed 
(Kohler et al. 1993). Lake Decatur and Carlyle Lake represent 
watersheds that are highly affected by intensive agriculture, 
thus creating ideal conditions for algal blooms due to an 
overabundance of nitrogen and phosphorus combined with 
shallow depths, calm surface waters, and warm temperatures 
(Pearce et al. 2017).

The Meramec River, located in east-central Missouri, 
was chosen for this study because it is one of the few large, 
unimpounded waterways in the United States and contains 
a much lower percentage of agricultural land use (22% 
agriculture, 68% forest) than the other two locations. It also 
represents a free-flowing fluvial environment (compared to 
the two lentic systems), providing a wider range in water-
quality parameters for this study. The Meramec River 
watershed encompasses a total catchment area of 10,300 km2 

Figure 1. Map of the study area and sampling locations. The map also details the regional land cover/land use.
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and includes two smaller rivers, the Bourbeuse River and the 
Big River (Hasenmueller and Criss 2013). Municipal water 
districts, including cities within the St. Louis region, utilize 
the river for drinking water and household use, making water-
quality monitoring crucial.

Data
Data for this study consisted of in situ spectroscopy as well 
as water-quality measurements obtained using in situ sensors 
and lab analysis of discrete water samples (Table 1). Field 
sampling was conducted between June 2016 and November 
2017 to gather water-quality data under a range of seasons 
and atmospheric conditions. A total of 105 samples were col-
lected (73 during summer and 32 during autumn), comprising 
74 samples from Carlyle Lake, 12 from Lake Decatur, and 19 
from along the Meramec River.

Table 1. Descriptive statistics for all water-quality variable 
measurements.

Statistic
BGA-PC 

(µg/L)
Chl-a 
(µg/L)

TSS 
(mg/L)

Turbidity 
(FNU)

TDS 
(mg/L)

n 96 105 93 96 86

Minimum 0.1 0.5 1.0 0.4 8.0

Maximum 6.0 86.4 183.0 179.0 384.0

Mean 2.3 20.8 32.1 24.9 226.8

Variance 2.5 284.1 909.3 803.9 5834.2

Standard 
deviation

1.6 16.9 30.2 28.4 76.4

BGA-PC = blue-green algae phycocyanin; Chl-a = chlorophyll a; TSS 
= total suspended solids; FNU = formazin nephelometric units; TDS 
= total dissolved solids.

Field spectroscopy data were collected using the Spectral 
Evolution PSR-3500 (Spectral Evolution, Inc., Lawrence, 
Massachusetts) handheld spectroradiometer. This instrument 
has a spectral range of 350–2500 nm, with a spectral 
resolution of 3.5 nm in the 350–1000-nm range, 10 nm in the 
1000–1900-nm range, and 7 nm in the 1900–2500-nm range. 
Spectral-reflectance measurements were captured between 
10:00 a.m. and 2:00 p.m. with clear skies from a 1-m height 
above the water surface at nadir. Three separate water-surface 
reflectance samples were collected at each location and 
averaged to reduce noise in the data.

Initial processing of raw spectral data was conducted by 
interpolating spectral-reflectance values at 1-nm intervals to 
cover the full 350–2500-nm spectrum. The 1-nm intervals 
were used in this study to retain maximum spectral 
information at narrow wavelengths. The data were then 
normalized by removing excess noise and spectra within the 
1700–2000-nm and 2350–2500-nm ranges.

Immediately following spectroscopy, surface-water 
samples were analyzed in situ using a YSI EXO2 sonde or YSI 
ProPlus Multiparameter handheld meter (Source: Yellow 
Springs Instruments, Yellow Springs, Ohio) with sensors for 
Chl-a, BGA-PC, TDS (calculated from specific conductance), 
and/or turbidity. In the Meramec River watershed, turbidity 
was measured with a Hach Turbidimeter (Hach Company, 
Loveland, Colorado). A Van Dorn sampler was used to collect 
discrete surface-water samples that were returned to the lab 
for determination of TSS and Chl-a. The water samples were 
collected in acid-washed polyethylene bottles and stored on 
ice until being returned to the lab; all samples were processed 
within 16 hr of collection. Sample TSS content was determined 
via EPA method 160.2 (Environmental Protection Agency 
1971). Briefly, samples were vigorously mixed before analysis 
to resuspend sediments, then 100-mL aliquots were passed 
through glass-fiber filters using a vacuum-filtration device. 
The filters were then carefully removed and dried overnight 
at 105°C. Chl-a and BGA-PC were measured in vivo with a 
dual-channel YSI Total Algae PC Smart Sensor integrated into 
an EXO2 sonde (Yellow Springs Instruments, Yellow Springs, 
Ohio). Combining the in situ measurements and lab results, 
we developed a water-quality data set with corresponding 
reflectance measurements. The spectral and water-quality data 
set was divided such that 60% of the data were used for model 
training and 40% were used for testing before further analysis.

Methods
The methods used in this study (Figure 2) involve several 
stages, beginning with the compilation of a pair-wise data set 
containing water-quality measurements and spectral reflec-
tance. Feature-level fusion is then performed on the spectral-
reflectance data to eliminate noise, reduce dimensionality, 
and create a single, highly predictive reflectance variable. 
The fused spectral data and water-quality measurements are 
then inputted into four different regression models, and their 
outputs are combined using decision-level fusion. 

Feature-Level Fusion
To combat issues related to the high dimensionality and 
redundancy of hyperspectral data, feature-level fusion is ap-
plied to the input raw spectral-reflectance values obtained 
from handheld spectroradiometry. In this study, we employed 
a form of CCA to fuse raw spectral features. This information-
fusion method, based on work by Sun et al. (2005), extracts 
canonical correlation features between multiple feature 
vectors to form a single highly discriminant feature. The CCA 
technique has been found to work effectively when applied 
to complex water-quality-based spectral studies, as displayed 
by Peterson et al. (2018). The CCA method and algorithmic 
description are detailed by Sun et al. (2005) and Peterson et al. 
(2018).

Figure 2. Visualized workflow and methodology.
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In this study, CCA feature-level fusion was performed 
on the spectral-reflectance data to eliminate excess noise, 
reduce the dimensionality of the spectral data, and capture 
spectral trends not inherent in the raw data. CCA fusion 
has been found to outperform other feature-level fusion 
techniques, such as singular-value decomposition and 
principal component analysis-based algorithms (Sun et al. 
2005). The fused spectral feature vectors (Z) were then used 
as inputs, along with corresponding water-quality variable 
concentrations, for the regression models.

Regression Modeling
For the regression modeling, five ML-based techniques were 
applied, including both parametric and nonparametric mod-
els; they are MLR, PLSR, GPR, SVR, and ELR. The use of MLR in 
this study was to serve as a baseline for comparison among 
other ML-based techniques. PLSR was included as a parametric 
regression technique due to its recent popularity in remote 
sensing studies. This regression approach, first utilized in 
chemometrics and widely used in vegetation remote sensing 
studies, has been proven to effectively link spectroscopy data 
to nutrient and biochemical concentrations in tree and plant 
canopies (Gökkaya et al. 2015). Recently, methods within 
the Bayesian nonparametric family have gained popularity. 
Using an implementation of GPR, Lázaro-Gredilla et al. (2014) 
predicted concentrations of both vegetative and oceanic Chl-a 
with high accuracy based on in situ and airborne hyperspec-
tral data. Several studies, including Feilhauer et al. (2015), 
have successfully utilized SVR in spectroscopic remote 
sensing-based regressions to predict leaf biochemical traits. 
Neural network-based regressions such as ELR have also been 
applied to predict biophysical traits in plants, and ELR has 
shown promise by outperforming the parametric methods that 
have been traditionally used (Maimaitijiang et al. 2017). A 
brief review of these regression models follows.

The general PLSR model is formulated as

 
y B x B x B xi i= + + … +1 1 2 2 ε

 (1)

where the response variable y is a vector of the water-quality 
variable concentrations, i − 1 is the spectral wavelength, x is 
the water-surface reflectance, B is the weighted regression co-
efficient, and ε is the residual-error vector (Wold et al. 2001).

GPR is a Bayesian approach which assumes a Gaussian 
behavior of function values. The basic GPR model is expressed as

 
f x N K x x( ) ( )( )~ , , , '0 θ

 
(2)

where x is the input vector, N is the number of data points, 
and K(θ, x, x ′) is the covariance matrix between all possible 
pairs (x, x ′) for a given set of hyperparameters θ. The GPR 
model used in this study employed a linear kernel function 
and quasi-Newton optimizer (Nocedal and Wright 2006) to 
tune the hyperparameters.

SVR was first identified by Vapnik (1992) and is a popular 
ML algorithm for regression-based remote sensing studies 
due to its robust ability to capture nonlinear trends. SVR is 
considered a nonparametric technique, as it relies on kernel 
functions. To train the SVR model, the following minimization 
problem must be solved:

 
minimize subject to
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where xi is a training sample with the target value yi, b is a real 
constant, and w is a measure of error. The inner product plus 
intercept [w, xi] + b is the prediction for that sample, and ε is 

a threshold parameter whose predictions must all be within 
range (Vapnik, 1992). This implementation of SVR also utilized 
a Bayesian optimization function (Pelikan et al. 1999) for opti-
mized hyperparameter tuning, where each parameter of the SVR 
function was tuned based on the results of previous iterations.

ELM is a single-hidden-layer feed-forward neural network that 
contains a single input layer, one hidden layer, and one output 
layer. ELM was included as a cutting-edge regression technique, 
as it has only recently been applied to remote sensing studies 
and has been shown to outperform other ML techniques when 
applied to water-quality parameter estimation (Peterson et 
al. 2018). The weights of the hidden layer within ELR can be 
randomly produced without iterative optimization (Huang et 
al. 2006), leading to significantly less computational time in 
training a model. To create the model, distinct pairs of samples 
{xi yi}N

i=1 are selected from a given training set of N input vectors 
xi∈Rd with the corresponding N output values {yi}N

i=1. Using ELR, 
the goal is to determine the relationship between xi and the 
desired output yi. To determine this relationship, a cost function 
for L hidden nodes is denoted as

 
min miny y y h w x bi i i

N
i j j j i jj

L

i

N
− = − × += == ∑∑1 11

( ( ))β
 

(4)

where ŷi is the predicted output. The j output weight vec-
tor, denoted as βj, is the output weight and links the j hidden 
node and the output node. R(xi) = g(wj ,bj, xi) is the output of 
the j hidden node with respect to the input xig(.), which is a 
nonlinear piecewise function (e.g., sigmoid function); wj ∈Rd, 
the weight vector; and bj, the bias of the j hidden node (Mai-
maitijiang et al. 2017). To train a traditional single-hidden-
layer feed-forward network, hidden-layer parameters (j, bj) are 
optimized through gradient-descent or global search methods, 
but in ELR these are randomly generated without iterative tun-
ing, making the learning process much faster and capable of 
processing large amounts of data. A detailed description of the 
ELM method can be found in Huang et al. (2006).

The Proposed Decision-Level Fusion
Once all of the models were run individually, the outputs of 
each model in the testing stage were fused using the weights 
obtained from the training stage. In this study, we propose a 
weighted-prior (WP) method for decision-level fusion (DLF). 
The WP fusion method automatically assigns weights to the 
fusion model based on the results generated from the training 
data set’s models. Once individual regression models have 
been run on the training data, the normalized absolute differ-
ence between the models’ predicted values ŷt,i and observed 
values yt are calculated as

 
D Di

t t i

t t i
i

Ny y

y y
=

−
+

∈
ˆ

ˆ| |
,,

,

R
 

(5)

where i = 1,2,…, l indicates the ith model used for DLF, l rep-
resents the total number of models, t signifies the data from 
the training phase, and N is the total number of samples in the 
training set. Lower values of Di indicate less divergence from the 
observed values, and thus better predicted results of a model. 
To find a weight that can be used for each model in the testing 
phase, we first computed the mean of Di, denoted by mDi

, as

 
m

Ni

i
D

D
= ∑ . (6)

Then the associated weight variable wi was obtained by
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As in the consensus-theory weight-selection scheme, wi 
represents the goodness of fit for each separate training model 
(Benediktsson and Kanellopoulos 1999). We subtracted mDi

 
from 1 to assign higher weight values to models which yielded 
better prediction in the training phase, and vice versa. The 
resulting weight variables were applied to the predicted values 
ŷs,i of the testing data for each respective model and then 
summated to create a single fused prediction, expressed as

 
y w y

i

l

i s iWP =
=
∑

1

ˆ , , (8)

where yWP is the final predicted result of the proposed WP 
method, and the subscript s represents the data from the test-
ing phase. The aim of the DLF in this study is to reduce the 
model’s bias introduced by utilizing a single technique and to 
increase the potential transferability of the resulting model.

Model Evaluation
The results of all regression models were evaluated using 
the R2 correlation coefficient and the root-mean-square error 
(RMSE). The RMSE statistic is calculated as

 
RMSE =

−=Σ i
S

i iy y

S
1

2( )ˇ

 
(9)

where yi and y̌i are the measured and predicted parameters 
and S is the total number of testing samples. Smaller RMSE 

Figure 3. Plots of the observed versus predicted values using fused data. Each plot is labeled with the model that generated 
the best results.
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values indicate a higher overall accuracy of the model. The 
coefficient R2 represents the proportion of variation in the 
responses that is explained by the original model using 
predictor values from the test data, and it indicates overall ac-
curacy of the model. Higher R2 values indicate a higher overall 
correlation of the model. Each model used a randomized data 
partitioning of 60% training and 40% testing data. The regres-
sion functions and all data manipulation were conducted 
using MATLAB R2017a.

Spectral-Band Importance
To determine the impact of each wavelength or spectral band 
on the regression model, a variable-importance analysis was 
conducted by using a single-band reflectance value as the 
input feature to predict the corresponding water-quality vari-
able concentration. This was done using ELR to capture both 
linear and nonlinear trends in the spectral data. Testing each 
band individually in ELR results in R2 values that serve as a 
measure of the relative importance of the given spectral band.

Results
Regression-Model Results
The regression models using the nonfused features generated 
relatively low correlation statistics and high RMSE values for 
all variables and all modeling techniques (Table 2). Model 
results for TSS exhibited the strongest overall correlations, 
explaining an average of 71% of the observed values from 
the testing data set. The BGA-PC models generated an average 
R2 of .442 but showed the lowest RMSE values, with a mean 
of 1.307. Models generated for all other variables displayed 
relatively weak correlations, with R2 ≤ .5. With the low cor-
relation values and high overall RMSE values, the data sets 
appeared to be plagued by excess noise, thus decreasing the 
accuracy of the models. Nevertheless, ELR performed the best 
on the testing data, followed by SVR. In general, the results 
produced by the ELR and GPR models for nonfused data have 
very high R2 values for training data and much lower ones 
when applied to testing data. This is likely due to overfitting 
of the models and could potentially be reduced by fine-tuning 
of the respective function parameters.

Predictive accuracy for all variables showed improvements 
after application of CCA feature-level fusion (Table 3). TSS 
again showed the highest predictive power, explaining 87% 

Table 2. Results of the regression models using nonfused 
spectral data.

BGA-PC Chl-a TSS Turbidity TDS
MLR
 Training
  R² .566 .3485 .7158 .3894 .3377
  RMSE 0.992 32.2781 19.9445 31.0821 83.8559
 Testing
  R² .428 .2158 .683 .3571 .3188
  RMSE 1.846 34.9833 20.5647 33.8972 88.8973
PLSR
 Training
  R² .6612 .7071 .7957 .627 .4994
  RMSE 0.9162 12.2005 14.1169 16.861 53.8638
 Testing
  R² .4813 .4702 .7272 .2684 .0707
  RMSE 1.1216 9.1673* 17.0546 26.8159* 71.6659
GPR
 Training
  R² .8987 .9478* .9429* .8459 .994*
  RMSE 0.5302 3.6786 6.1561* 8.9587 0.0199*
 Testing
  R² .4036 .4022 .6924 .2867 .1131
  RMSE 1.0606* 13.5432 15.8975 28.899 66.818
SVR
 Training
  R² .9426 .5204 .7665 .6893 .6513
  RMSE 0.9426 12.1642 14.8548 9.163 56.3449
 Testing
  R² .4568 .4982* .7415 .367 .3492*
  RMSE 1.1269 13.6431 17.9005 32.187 65.3449*
ELR
 Training
  R² .9509* .9333 .9323 .9516* .7792
  RMSE 0.2201* 2.7602* 8.6202 4.387* 29.938
 Testing
  R² .5695* .4857 .8126* .4818* .3138
  RMSE 1.1353 12.6907 10.3026* 27.517 67.1659
Mean
 Testing
  R² .442425 .393475 .711025 .3198 .2041
  RMSE 1.30745 18.71508 17.85433 30.62505 73.63678
BGA-PC = blue-green algae phycocyanin; Chl-a = chlorophyll a; 
TSS = total suspended solids; TDS = total dissolved solids; MLR 
= multilinear regression; RMSE = root-mean-square error; PLSR = 
partial least-squares regression; GPR = Gaussian process regression; 
SVR = support vector regression; ELR = extreme learning machine 
regression. *Best model results for each variable.

Table 3. Results of the regression models using fused spectral data.

BGA-PC Chl-a TSS Turbidity TDS
MLR
 Training
  R² .7826 .6147 .8715 .6483 .6281
  RMSE 1.0946 7.8496 13.6582 13.8477 25.489
 Testing
  R² .6754 .5098 .7894 .5371 .4984
  RMSE 1.5867 8.499 16.9489 17.9491 58.4197
PLSR
 Training
  R² .9648 .9886 .9983 .984 .9969
  RMSE 0.3462 2.0597 0.089 0.249 0.6814
 Testing
  R² .8545 .8494 .8842 .8094 .6998
  RMSE 0.9168 4.1879 12.987 8.678 40.689
GPR
 Training
  R² .968* .9906 .9984 .991 .9945
  RMSE 0.3157 1.019 0.3579 0.3687 0.018*
 Testing
  R² .8744 .8568 .8859 .8146 .712
  RMSE 0.8861 4.593 7.067 8.2546 34.5258
SVR
 Training
  R² .9648 .987 .9989* .999* .9994*
  RMSE 0.1674 0.1683* 0.0782* 0.2873 0.2188
 Testing
  R² .8728 .8824* .9096* .8331* .7358
  RMSE 0.799 5.8741 6.0548* 7.9471* 32.5177
ELR
 Training
  R² .9678 .9907* .9988 .989 .995
  RMSE 0.051* 0.2688 0.1964 0.2166* 0.9875
 Testing
  R² .8875* .8572 .9019 .8295 .7381*
  RMSE 0.8673* 1.3857* 10.5909 8.2909 30.5499*
Mean
 Testing
  R² .819275 .7683 .86535 .74765 .6615
  RMSE 1.04715 5.7885 11.89845 10.79315 41.53805
BGA-PC = blue-green algae phycocyanin; Chl-a = chlorophyll a; TSS 
= total suspended solids; TDS = total dissolved solids; MLR = multi-
linear regression; RMSE = root-mean-square error; PLSR = partial 
least-squares regression; GPR = Gaussian process regression; SVR = 
support vector regression; ELR = extreme learning machine regres-
sion. *Best model results for each variable.
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of the observed measurements in the testing data, followed 
by BGA-PC (82%), Chl-a (77%), turbidity (75%), and TDS 
(66%). Applying the feature-level fusion data, SVR and ELR 
displayed the best overall model results, while MLR and PLSR 
generated the worst results in terms of R2 and RMSE values. 
This is likely due to the high complexity of the water–light 
interactions captured in the spectral data for each given 
variable. This is supported by the fact that the least predictive 
models were generated using the parametric MLR and PLSR 
techniques, while the most predictive models were generated 

by nonparametric techniques such as SVR and ELR that capture 
nonlinear trends or correlations in the data.

The application of CCA feature-level fusion, on average, 
increased model R2 values by 112% and decreased RMSE 
values by 46% when compared to nonfused spectral data 

Table 4. Mean model improvements (%) as a result of the 
canonical correlation analysis feature-level fusion. Mean 
improvement was calculated by taking the mean testing 
results of each variable and finding the difference between the 
mean nonfused and fused testing results.

BGA-PC Chl-a TSS Turbidity TDS
R² 85.18 95.26 21.7 133.79 224.11

RMSE −19.91 −69.07 −33.63 −64.76 −43.59
BGA-PC = blue-green algae phycocyanin; Chl-a = chlorophyll a; 
TSS = total suspended solids; TDS = total dissolved solids; RMSE = 
root-mean-square error.

Figure 4. Plots of the observed values versus the values predicted by weighted-prior decision-level fusion for the various 
water-quality parameters.

Table 5. Decision-level fusion (DLF) testing results and improve-
ment over the mean results of the feature-level fusion models.

BGA-PC Chl-a TSS Turbidity TDS
DLF-Mean
 R² .8672 .8545 .8907 .8178 .7159
 RMSE 0.8673 4.885 10.215 8.4078 35.9108
DLF-WP
 R² .8838 .8646 .8972 .8249 .7224
 RMSE 0.8516 4.5948 9.378 7.9667 32.4937
Mean improvement (%)
 R2 1.91 1.18 0.73 0.87 0.91
 RMSE −1.18 −5.94 −8.19 −5.25 −9.52
BGA-PC = blue-green algae phycocyanin; Chl-a = chlorophyll a; TSS 
= total suspended solids; TDS = total dissolved solids; DLF-Mean 
= arithmetic mean of the fused testing model results; RMSE = root-
mean-square error; DLF-WP = weighted prior of the fused testing 
model results.
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(Table 4). Feature-level fusion improved the TDS results the 
most, increasing the average R2 value by 224% and decreasing 
the average RMSE value by 44%. The CCA fusion technique had 
the greatest impact on lower-signal-to-noise data sets such as 
TDS and turbidity. Nevertheless, the method also increased the 
accuracy of results for higher-signal-to-noise ratio data sets 
(TSS, BGA-PC, and Chl-a).

Decision-Level Fusion-Model Results
The performance of the WP decision-level fusion models shows 
that the proposed method was better than the arithmetic 
mean. Indeed, R2 values on average increased by 1% and RMSE 
values decreased by 7% (Table 5). Figure 4 shows the plot-
ted results of the WP fusion method. Although the WP fusion 
method showed only minor improvement over simple mean 
fusion, the WP method gave considerably higher R2 values than 
the least predictive single model and slightly lower than the 
highest model for each variable. This decision fusion displays 
the best results when applied to the variables with the high-
est variance of model outputs, such as TDS and turbidity. WP 
decision fusion effectively improved model correlations and 
eliminated intermodal variance for all variables.

Spectral-Band Importance
ML methods demonstrated strong competence in regression 
analysis and modeling. However, it is challenging to connect 
models from ML algorithms to remote sensing. For this reason, 
we investigated the contribution of each spectral region to the 
model prediction using a spectral-band importance analysis 
(Figure 5). As expected, the results for BGA-PC indicate that the 
most informative wavelengths or spectral bands were located 
between 400 and 450 nm and near 560, 615 (i.e., phycocyanin 
absorption), and 670 nm. Results for Chl-a showed that the 
bands at 450 (i.e., Chl-a absorption), 550, 555, 690 (i.e., Chl-a 
absorption), 715, and 825 nm were the most informative. The 
resulting R2 values confirm that BGA-PC and Chl-a share many 
of the same important spectral bands, as both variables can be 
identified through the chlorophyll absorption in the red and 
near-infrared regions. Numerous studies have identified these 
key absorption regions for both BGA-PC and Chl-a; a summary 
is given by Stumpf et al. (2016). Although BGA-PC and Chl-a 
share many of the same key spectral bands and properties, 
BGA-PC can be separated from Chl-a using the phycocyanin 
absorption near 615 nm. The TSS results generated the highest 

Figure 5. Results of the spectral-band importance analysis for each water-quality variable.
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R2 values near 600 nm, between 730 and 740 nm, and between 
815 and 840 nm. Turbidity followed a similar pattern to TSS, 
displaying spectral importance around 450, 750, and 850 nm. 
These results coincide with previous studies that have uti-
lized reflectance values in the near-infrared region to estimate 
sediment concentrations (Feng et al. 2014; Zheng et al. 2015). 
We hypothesize that TDS is indirectly estimated with our tech-
nique. This is supported by the band-importance analysis, 
which indicates a generally even distribution of R2 scores but 
higher correlations in the red and near-infrared regions. Iden-
tifying the most important spectral bands for each variable 
helps us detect the underlying spectral properties that allow 
us to predict variable concentrations.

Discussion
The results of this study demonstrate that water-quality 
variable concentrations can be accurately predicted using 
spectral-reflectance models and data-fusion techniques. The 
models resulting from the fused spectral data can be used to 
predict water-quality variable levels for BGA-PC, Chl-a, TSS, 
turbidity, and TDS throughout the study area. This approach 
proved to be quite robust, creating accurate predictive models 
for a range of water-quality variables related to algae, sedi-
ment, water clarity, and dissolved matter. Utilizing data 
obtained from a range of temporal, spatial, and hydrological 
conditions, the developed models aimed at creating a more 
representative prediction of water-quality conditions. With 
the inclusion of TDS, a variable that was not optically active 
could also be predicted and modeled with the use of ML algo-
rithms. We were able to observe a correlation in optical indi-
cators between algae (i.e., BGA-PC and Chl-a concentrations) 
and TDS due to variable discharge. Indeed, both algae and TDS 
levels tend to decrease during floods and increase during low-
water periods. This relationship in rivers could explain why 
we are able to predict TDS, despite the fact that this parameter 
is not optically active. Our results demonstrated that the use 
of nonparametric regression techniques have a significant 
benefit when applied to water-based spectral data.

The application of CCA feature-level fusion to spectral-
reflectance data greatly increases the predictive power of all 
models for all variables. As seen in other studies (Jimenez et al. 
1999), feature-level fusion techniques have demonstrated the 
ability to reduce noise in highly dimensional spectral data sets. 
Variables such as TDS and turbidity, with low signal-to-noise 
ratios, highlight this advantage by greatly improving model 
predictions. Based on these results and other similar studies, the 
CCA feature-level fusion method may serve as an ideal technique 
for working with noisy hyperspectral and spectroradiometer 
data. Moreover, the high dimensionality of hyperspectral 
data sets often creates both modeling and computational 
issues. With the use of feature-level fusion, we can reduce the 
spectral information from over 1000 features to just one highly 
informative feature. Other studies, such as by Kang et al. (2014), 
have displayed the ability of feature-level fusion to greatly 
reduce computational time and generate higher correlations by 
decreasing the number of variables in the equation.

Along with feature-level fusion, incorporating a decision-
level fusion method into the modeling approach helps 
achieve more consistent and reliable results, as indicated 
in several previous remote sensing studies (Du et al. 2012; 
Jimenez et al. 1999). By enabling more consistent results, 
this methodology may enhance the potential transferability 
of the models to other water bodies, which has been a 
persistent issue related to water-quality remote sensing 
models. Decision-level fusion of multiple regression methods 
has also demonstrated promise for the predictive ability of 
remote sensing-based models and has even been referred 
to as a key methodology for future remote sensing studies 

(Benediktsson et al. 2007). Utilizing multiple modeling 
techniques and decision-level fusion provides an even greater 
benefit to water-based remote sensing studies because of the 
small sample sizes generally used in these studies due to 
the difficulty and expense of collecting and analyzing large 
quantities of water samples. Given the lower sample sizes (n 
< 100) for these studies, variation between model outputs is 
far greater than for studies with large data sets, thus creating 
the need for a unified and consistent model that can be 
provided via decision-level fusion. In this study, the proposed 
WP fusion method showed only minor improvements over 
a simple mean fusion technique. In theory, this would have 
a greater benefit in scenarios containing higher intermodal 
variance, as the weighting method is based on normalized 
absolute differences in predicted values.

In the future, this research and methodology will be 
applied at the airborne and satellite levels to test the 
applicability of the aforementioned methods at a larger scale. 
In theory, airborne hyperspectral data should produce similar 
results to those in this study. Scaling up to the satellite level 
will allow us to test model transferability. However, this may 
prove challenging, as the spatial, temporal, and radiometric 
resolution are far inferior to those of spectrometer-based data. 
Platforms such as the European Space Agency’s (Lathrop and 
Lillesand 1989) Sentinel 2 and 3 would likely be the best 
choice of satellite sensors, as they have band designations 
in key water-quality spectral locations and contain more 
bands at higher spatial resolutions than Landsat 7 or 8. Other 
ML regressions should also be tested within the ensemble 
methodology, such as neural networks and deep learning, 
and may prove superior to those used in this study. Further 
research should also focus on exploring other computer-
vision and data-science fusion techniques that have not yet 
been explored in the context of remote sensing.

Conclusion
This study demonstrates that several key water-quality 
variables can be predicted with high relative accuracies us-
ing machine learning techniques including multiple linear 
regression, partial least-squares regression, Gaussian process 
regression, support vector machine regression, and extreme 
learning machine regression. A canonical correlation analy-
sis feature-level fusion was developed for spectral analysis 
of water-quality variables. An ensemble forecasting method 
based on a decision-level fusion approach, combining the ad-
vantages of various ML techniques, was developed and proven 
to be most effective. Our main conclusions follow:

The results of the regression modeling highlighted the 
benefit of feature-level fusion applied to low-signal-to-noise 
spectral data. Combining feature-level fusion and ML regres-
sion with decision-level fusion increased the overall accuracy 
of the final model predictions by enhancing the quantitative 
evaluations and eliminating model biases. The application of 
CCA feature-level fusion, on average, increased model R2 values 
by 85.18%, 95.26%, 21.7%, 133.79%, and 224.11%, respec-
tively, for BGA-PC, Chl-a, TSS, turbidity, and TDS predictions.

Applying the CCA feature-level fusion technique in com-
bination with the newly proposed weighted-prior decision-
level fusion was found to improve the regression-modeling 
results. Thus, this method could be ideal for future water-
based spectral modeling studies. The WP decision-level fusion 
models improved accuracy by 1.91%, 1.18%, 0.73%, 0.87%, 
and 0.91% for all water-quality variables while significantly 
eliminating intermodal variance.

The results of the spectral-band importance analysis 
identified the potential impact of each spectral band on the 
resulting models. As expected, results for BGA-PC indicated 
that bands located between 400 and 450 nm and near 560, 
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615 (i.e., phycocyanin absorption), and 670 nm had the high-
est correlations. Chl-a showed similar results to BGA-PC, with 
the highest importance at 450 (i.e., Chl-a absorption), 550, 
555, 690 (i.e., Chl-a absorption), 715, and 825 nm. Results for 
TSS resulted in the highest R2 values near 600 nm, between 
730 and 740 nm, and between 815 and 840 nm. Turbidity 
followed a comparable pattern to TSS, displaying spectral 
importance around 450, 750, and 850 nm. TDS had a generally 
even distribution of R2 scores, but with higher correlations in 
the red and near-infrared regions, where peaks seemed to mir-
ror BGA-PC and Chl-a.
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